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Extended Abstract

Rulemaking, the process by which U.S. federal agencies issue new regulations, involves no-
tifying the public of the proposed rule and soliciting public comments on it, before issuing a
final rule. The Administrative Procedures Act 1946 has been interpreted to require the agen-
cies to review and respond to substantive comments [1]. Thus, facilitating comprehension of
the large volume of such public comments is crucial for civic decision-making [2]. Prior work
has used several content analysis techniques, such as topic modeling [3, 4] and clustering [5],
to uncover the main beliefs (or propositions) held by the public. However, comments are often
argumentative, where commenters not only state their beliefs but also provide reasons to sup-
port them. We report on our current work [6], where we propose a computational method to
analyze arguments and apply it to identify and visualize arguments expressed across multiple
public comments, thus providing a corpus-level summary.

Task: Public comments on the proposed regulations could be submitted by a wide range
of stakeholders (e.g., advocacy groups, and interested individuals) [7]. As a result, some of
these comments may lack clear argument structure and reasoning. To analyze such arguments,
we propose the task of argument explication, which involves making explicit the structure and
implicit reasoning of an argument by decomposing it into the following three core components:

The claim (c) is a normative assertion or point of view put forward by the commenter for
general acceptance. It is also known as conclusion [8—10].

A reason (r;) is a proposition provided by the commenter to convince the audience why they
should accept the claim. It is also known as data [8], grounds [11], and premise [9, 10].

The warrant (w;) explains why the claim follows from the reason [8]. It is a missing piece of
information, taken for granted and assumed common knowledge by the commenter, yet if it
fails to hold, the claim cannot be inferred from the reason. It is similar to major premise [9].
Formally, the task input is a textual argument 7', and the output is a collection of explication
triples, E ={{c, r;, w;)} ¥ i=1 to N, with the same claim appearing in all triples (see Figure 2).
Method: To explicate an argument, we prompt large language models (LMs) with refer-
ences to Toulmin’s model of argumentation [8]. Toulmin’s theory provides a schema to decom-
pose an argument into three core components—claim, grounds (or data), and warrant—which
map to the components defined in our task; it also has other optional components. Prior work
has used this theory to annotate data for supervised model training [12]. In contrast, our ap-
proach uses theory references as prompts to steer an LM’s response (as per the theory) with-
out requiring any training data. Specifically, we prompt GPT-4 [13] with ‘According to
Toulmin model,’ which elicits responses with correct mentions of theory ferms in over
99% cases and generates reasonable values (propositions) for each term (see Figure 3). We
use this prompt to explicate arguments in two stages. In stage 1, we identify the claim (c¢) and
reasons (r;) by extracting the values corresponding to claim and grounds (or data) in the LM’s
response. In stage 2, for each identified claim-reason pair, we generate a warrant (w;); we input
concatenated claim and reason and extract the value for warrant from the LM’s response.
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We evaluate the LM’s outputs on prior argumentation datasets [12, 14, 15] and observe that
the LM-generated claims and reasons are similar to the gold annotations (Tables 1 and 2). Since
a claim-reason pair can admit multiple warrants, we judge the quality of LM-generated warrants
via a human evaluation and observe that they are acceptable in 61.7% cases, more often than
the gold warrants (45.7%). We conduct further robustness checks, including open-weight LMs,
prompting without theory references, and alternative argumentation theories, and observe that
across all LMs prompting with references to Toulmin’s theory yields better performance [6].

Analyzing public comments: Having established the internal validity of our method, we
then apply it to a corpus of 10,000 public comments to the FDA on COVID-19 vaccine ap-
proval for children [5]. In particular, we refine clustering-based corpus analysis methods by
integrating interconnections among propositional clusters, thus revealing prevalent local ar-
gument structures within the discussion. We first obtain propositional clusters by explicating
comments (excluding single-sentence comments which are often non-argumentative) and clus-
tering propositions from triples, regardless of their role. We use DP-means clustering [16, 17],
which automatically determines the number of clusters based on a distance threshold; we se-
lect a threshold of 0.5 based on visual inspection of cluster quality. From 9,187 comments, we
obtain 14,137 triples and 308 propositional clusters. To infer interconnections among clusters,
we represent a proposition with its cluster ID followed by transforming explication triples (of
propositions) into triples of cluster IDs (TIDs), where each TID represents a local argument
structure mentioned in one or more comments. Overall, we obtain 6,811 unique TIDs, visual-
ized as a hypergraph,! where a propositional cluster is a node and a TID forms a hyperedge.

Interpretive analysis of the corpus based on the hypergraph: We draw several interest-
ing insights from our resultant hypergraph. Among all the TIDs, 1,862 appear in more than
one comment, suggesting that people not only share common beliefs but also use similar ar-
gument structures to support their beliefs. Figure 1 shows a fragment of the larger argument
hypergraph around the most common argument, (c=P1, r=P2, w=P5), which occurs 373 times;
it opposes vaccine approval (c=P1) by saying that children have a low risk from the disease
(r=P2). Some comments further elaborate on the backing for P2, by citing low mortality rates
from COVID-19 among children (P8), obtained by citing data from government websites. On
further exploring the local neighborhood of P1, we find two other frequently mentioned rea-
sons: vaccine side-effects (P7) and lack of long-term testing (P3), consistent with findings from
studies of social media discussion on vaccines [18], conferring convergent validity to our ap-
proach from a different source. Explicitly stating warrants also helps reveal the relationship
between distinct parts of the hypergraph.? Since we cluster all propositions irrespective of their
role in a triple, some clusters include both implicit and explicit propositions. For instance, clus-
ter P5 (vaccines are unnecessary for children) includes propositions implied in some comments,
while explicitly stated in others. Thus, such clusters bridge distinct parts of the hypergraph.

Overall, we find corpus visualization as a hypergraph promising direction for future work.
Graph visualization (e.g., among concepts, entities) has been long proposed for exploratory
corpus analysis [19, 20]. Complementary to these efforts, our approach visualizes ‘arguments’
at scale, thus aiding the summarization of large volumes of public comments [3]. More broadly,
our work demonstrates how generative language models could be used to assist interpretive
work or content analysis in the computational social sciences.

!'Unlike a graph, a hypergraph edge—here, a triple (c, r, w)—can connect more than two nodes.
2A claim-reason pair may be linked by several warrants; for visual clarity, we only display the most frequent.
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Figure 1: A portion of the corpus-level argument hypergraph we automatically extract from
public comments submitted on regulations.gov on whether to approve a COVID-19 vaccine for
children. Each node is a cluster of propositions extracted from comments. An argument is a
triple of nodes, ((c)laim, (r)eason, (w)arrant), visualized as solid blue and dotted red arrows
connecting the reason and warrant (r, w) to the claim (¢). f is the triple’s corpus frequency.
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Figure 2: Illustrative example of an input argument decomposed into two explication triples of
claim (c), reasons (r;), and warrants (w;), visualized as an argument-level hypergraph.

Capital punishment is not a solution, as it cannot be ruled
out that the judicial process may make mistakes. Criminals
should not be put in luxury prisons, though. After all there
are criminals who enjoy ’living’ in prison for its decent board,
no taxes to be paid, no stress with work. Still, the state needs
the death penalty as a deterrent to horrific crimes.

According to Toulmin model,

®

User Input

0

Generated
Response

The claim is "the state needs the death penalty as a deterrent
to horrific crimes." The grounds are "criminals should not
be put in luxury prisons" and "there are criminals who enjoy
’living’ in prison for its decent board, no taxes to be paid,

no stress with work." The warrant, which is the underlying
assumption that connects the grounds to the claim, is that the
death penalty will deter criminals from committing horrific
crimes. The rebuttal is "capital punishment is not a solution,
as it cannot be ruled out that the judicial process may make
mistakes." The qualifier and backing are not explicitly stated
in the argument.

Figure 3: An input argument and an example response obtained by prompting GPT-4 with
the ‘According to Toulmin model’. The response correctly mentions terms from
Toulmin’s theory (e.g., claim, grounds) and generates plausible values (propositions) for each

of these terms.
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BERTS R -L
Prompt Dataset Recall Ifrf)eIZsion Rec;)llllgi’recision

According to ARCT 0.99+£0.01 0.98+0.01 1.0040.01 0.98+0.01
Toulmin model, MCT  0.784+0.04 0.79+0.04 0.79£0.05 0.7740.05

What is the claim ARCT  0.95+0.01 0.91£0.02 0.99+0.01 0.9040.02
of this argument? MCT  0.7240.03 0.584+0.05 0.69+0.05 0.52+0.06

Table 1: We evaluate GPT-4-generated claims by comparing them with gold claims from two
prior argumentation datasets (ARCT [12] with short arguments containing a single claim and a
reason, and MCT [14] with longer arguments containing a claim supported by more than one
reasons). We measure semantic similarity between gold and generated claim, using ROUGE-L
([21]; n-gram overlap) and BERTScore ([22]; token-level similarity via contextualized word
embeddings). We observe that the LM achieves high precision and recall suggesting that the
LM-generated claim matches the gold claim. In contrast, when directly asking LM to generate
the claim of an argument (i.e., prompting without referring to Toulmin’s theory), we observe
a low precision, suggesting that LM generates a lot of irrelevant information in addition to the
relevant claim.

Prompt Dataset Recall Precision
ARCT  0.884£0.03 0.87+0.03
MCT 0.83+0.05 0.86+0.05

According to Toulmin model,

‘What are the reasons provided ARCT  0.914+0.03 0.93£0.02
to support this claim? MCT 0.82+£0.07 0.7540.05

Table 2: We also evaluate GPT-4-generated reasons by comparing them with gold reasons
from ARCT and MCT. Since the number of gold and generated reasons may differ and the
generated reasons may not be strict spans of the input argument but light paraphrases, one-to-
one mapping between generated and gold reasons is unknown. To mitigate this issue, we adopt
FactScore [23], which measures whether a proposition is supported by a given context. We use
FactScore to measure precision (number of generated reasons supported by the concatenated
gold reasons) and recall (number of gold reasons supported by concatenated generated reasons).
We observe that GPT-4 achieves a high recall and precision on both datasets, suggesting that
it can identify all relevant reasons from both short and long arguments without generating
irrelevant information. In contrast, when the LM is asked to directly generate reasons, the
precision drops on longer arguments from MCT, suggesting that the LMs generate a lot of
irrelevant information in addition to the relevant reasons.



