
Introduction

Epistemic Stance

Fine-tuned RoBERTa model (Liu et al., 2019)
• Simple, making it accessible to social scientist users.
• Outperforms complex state-of-the-art models.

Modelling

Belief Holder Identification

Case Study

Examining Political Rhetoric with 
Epistemic Stance Detection

[Author]s1: As hintede1 by [Congressional Quarterly]s2 on January 8, 

[Mitch McConnell]s3 saide2 "[Obama]s4 listeninge3was not to Republican Ideas."
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[Source] : A potential belief holder (author or an entity mentioned in text).

Event: States, processes, situations, propositions, facts, and possibilities.

Epistemic Stance: A source’s belief about the described events.

Epistemic stances characterized along 
two axes

e.g., Certainly Positive: The source believes that the event certainly happened.

1. Polarity: Positive (+) and negative (-)

2. Modality: Possible (PS), probable 
(PR) and certain (CT)

e.g., Uncommitted: The source is unsure about the status of the event.

e.g., Non-Epistemic: Does not make sense to assess stance of this source-event pair.
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formatting),9 and use its index and embedding for
inferences about the author source.

[ added a new para on source/event modelling; do
we want to add equations for token classification? –
AG] The above modelling approach for epistemic
stance classifier and most previous modelling ap-
proaches (Qian et al., 2015; Saurí and Pustejovsky,
2012), depends on the knowledge of embedded
sources and events. However, raw political texts—
or any real-world text—do not have pre-identified
sources and events. Thus, in addition to the epis-
temic classifier described above, we also train sep-
arate source and event identification models. In
particular, we follow the two-step approach pro-
posed by Qian et al. (2018), where we first identify
sources and events in the input text and then deter-
mine stances for every recognized (source, event)
pair. For source and event identification, we fine-
tune two individual BERT-based models on a stan-
dard token classification task. Following Devlin
et al. (2019)’s formulation of token classification
task for named entity recognition, we classify every
token embedding via a linear classification layer
that determines whether a token should be consid-
ered as a source (event) or not.

5 Experiments

}
[ section 4 and 5 can be combined, since mod-

elling is not our main focus –AG]

5.1 Implementation Details
All our models are implemented with PyTorch 1.9,
using roberta-large (with 1024-dimensional
embeddings) accessed from AllenNLP 2.5.1
(Paszke et al., 2017; Gardner et al., 2018). We
train the models with the Adam optimizer (Kingma
and Ba, 2015), using at most 20 epochs, batch size
16, and learning rate 5 ⇥ 10�6, following Zhang
et al. (2021) and Mosbach et al. (2021)’s training
guidelines. We use an early stopping rule if the
validation loss does not reduce for more than two
epochs; this typically ends training in 5–6 epochs.
We report macro-averaged precision, recall, and F1
over the original train-test set splits of FactBank.
Since fine-tuning BERT (and its variants) can be
unstable on small datasets (Dodge et al., 2020),
we report average performance over five random
restarts for each model. To fine-tune BERT and

9We tested both with and without the trailing colon and
obtained same results.

RoBERTa models, we start with pre-trained BERT,
updating both the task-specific layer and all BERT
parameters in fine-tuning for the respective predic-
tion task.

5.2 Significance Testing

We use a nonparametric bootstrap (Wasserman,
2004, ch. 8) to infer confidence intervals for an
individual model’s performance metric (precision,
recall, F1), as well as hypothesis testing between
pairs of models. We utilize 104 bootstrap samples
of sentences for source and event identification
models and 104 bootstrap samples of epistemic
stance tuples for stance classifier in FactBank’s test
set to report 95% bootstrap confidence intervals
(CI), via the normal interval method (Wasserman,
2004, ch. 8.3), and compare models with a boot-
strap two-sided hypothesis test to calculate a p-
value for the null hypothesis of two models having
an equal macro-averaged F1 score (MacKinnon,
2009).10

5.3 Performance of Source and Event
Identification Models

Our source and event identification models achieve
a macro-averaged F1 score of 81.8±0.019 and
85.78±0.007, respectively, improving upon the
only existing prior work of Qian et al. (2018) by
1.51 and 1.11 F1 scores, respectively (p = xx,
two-tailed test). We also experimented with a joint
model to identify sources and events; however, in-
dividual classifiers gave us better performance. See
Appendix A for more detailed comparisons and
error analysis.

5.4 Performance of Epistemic Stance
Classifier

Baselines We compare our model against several
baselines, including rule-based methods, machine
learning classifiers, and neural network based meth-
ods as described in §2.3. In particular, we compare
against following baselines.

DeFacto: a foundational rule-based multi-
source system (Saurí and Pustejovsky, 2012) that
uses manually developed context polarity lexicons
for predicates and modal particles in a recursive
constituency tree analysis algorithm. SVM (Saurí

10MacKinnon presents a bootstrap hypothesis test with sub-
tle differences from Berg-Kirkpatrick et al. (2012)’s, which is
often used in NLP; we find MacKinnon’s theoretical justifica-
tion clearer.

Epistemic
Categories

CT+/CT- Highly committed
PR/PS Hedging
Uu Footing-shift, Citations

Connections between epistemic stances and rhetorical strategies

Model F1 (%)
DeFacto
(Saurí and Pustejovsky, 2012)

70.0

BiLSTM
(Qian et al., 2018)

70.4

AC-GAN 
(Qian et al., 2018)

72.6

BERT 
(Jiang and de Marneffe, 2021)

66.8

RoBERTa (Ours) 73.6

Analyzing rhetorical strategies require understanding belief assertions 
of various entities involved in political discourse. 

Open Problem
How can we identify entities which hold beliefs according to 

the author of the text?

Belief Holder: A non-author source that holds at least one epistemic 
stance toward some event.

Corpus: Mass-Market Manifestos (MMM) corpus

• Political nonfiction authored by U.S. political opinion elites in 
English (1993-2020).

• 370 books (31.9 million tokens).
• 133 liberal, 226 conservative, and 11 independent books.

Highlighted Findings

Left Cited Right Cited
Economists Studies Founders Democrats
Women Research Media Officials
Polls Republicans Poll President
Scientists Group Obama Conservatives
Groups Friend Government Liberals

Interesting Patterns:
v Liberals respect technocratic authority (economists, scientists).

v Conservative respect semi-mythical founders and show derision 
for the media.

v Both sides frequently cite the opposition, though the right cites 
both conservatives and liberals.

Widely cited belief holders appearing in ≥ 100 books

Belief holder citation practices for each U.S. political ideology

Political discourse is often studied via 
labor-intensive manual content analysis. 

We propose to help automate such analysis by analyzing 
sources’ epistemic attitudes towards assertions 
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